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These technologies are validated in challenging

scenarios in manufacturing lines, in the areas of
quality management, human robot collaboration and
AI-based agile manufacturing
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